
 
 

 

  

Abstract— This explores the idea that modular models (e.g. 
model trees) and a global model (ANN-MLP) can compensate 
transitional, local and global weakness in a time series 
forecasting model. In the last decade, methods and tools have 
been increasingly explored to improve the performance of the 
models, e.g. attribute identification (e.g. PCA, AMI and 
Correlations), data preprocessing (e.g. data split, 
normalization), cross validation (10 fold), and ensemble of 
models (Committee machines). The methodology presented in 
this paper covers the use of some of the above techniques in a 
simplified and automatic procedure. The 10 fold cross 
validation is included with a procedure for the optimization of 
nodes in the network. The data used for the application of the 
methodology are 111 time series drawn from homogeneous 
population of empirical business (NN3 competition – IJCNN 
2007). The average training error statistics of the 111 time 
series models of the ANN and Model Trees are similar. The 
models ensemble forecast for 18 time steps have visual 
agreement with the past time series information. The sensitivity 
of the models to the amount of data is better represented by the 
model trees process.  

I. INTRODUCTION 
Data-driven models are used in time series forecasting 
characterizing the considered system as a whole. Since 
complex processes are composed of many smaller scale 
processes it is often inadequate to assume the existence of 
one single model handling all processes [1], [2]. In the other 
hand when a time series changes between regimes or states, 
the overall transition conditions are not well represented by 
using local models.  
 
The use of Artificial Neural Networks (ANNs) has shown to 
be a good alternative on forecasting time series. However, 
there are situations where better performance is required. 
There are many procedures proposed to setup an optimal 
neural network model, however, there is still no unique 
solution. The framework is not straightforward since there 
are multiple trial and error experiments required to have 
certain degree of certainty in the model. In this paper, an 
automatic procedure was tested on the elaboration of 111 
time series, where the goal was to forecast 18 time steps 
ahead.  
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This paper presents a methodology to elaborate and 
ensemble representative models from global models (ANN) 
and modular models (Model Trees). The paper covers the 
description of the automatic procedure to build an ANN 
model, the introduction of the model tree process, the 
applications of the methods and their ensembles. 

II. AUTOMATIC GENERATION OF ARTIFICIAL NEURAL 
NETWORK WITH OPTIMAL NODES 

The inputs on forecasting series are typically the 
measurements at different time in the past (time series), and 
are used to predict several time steps ahead. In order to 
obtain the best out of the data set in an automatic procedure, 
the following steps are implemented in an MATLAB script 
(www.mathworks.com).  

As part of preprocessing and input selection for an ANN 
model, an autocorrelation analysis is made. Since this 
correlation can vary highly in multiple experiments, a 
selection is made based on a threshold (0.5). For those time 
series with correlations less than 0.5, the first three time lags 
are selected.  

For the selection of the best model in an automatic 
constrained method, it is necessary to implement a fast and 
simple model validation. The 10 fold cross validation used 
in this paper followed the procedure described by Hayken 
[1]. Since this process involves a number of model training 
and validations, it is necessary to optimize the fit each fold 
training sample. This is done by a hard optimization process, 
testing from one to twenty of the number of nodes. The best 
performance on the validation sample in each fold is 
selected as representative of that fold (Fig .1).  

Each artificial neural network model used was a 
multilayer perceptron (MLP). The ANN-MLP was made on 
the basis of three layer, where the hidden layer had transfer 
function in each node. The output layer was composed only 
by a liner combination of the hidden layer. The number of 
nodes in its structure was optimized using the performance 
results from the cross validation samples. To train each 
ANN-MLP model the Levenberg algorithm was used [3]. 
The parameter for the training where set to be the same (i.e. 
learning rate = 0.1).  
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Figure 1 Automatic process for building neural networks 

III. MODEL TREES (MODULAR MODELS) 
Modularity in the modeling of process has been justified 

by the principle of divide and conquer. One of the most 
common problems with the ANN is the seasonality which is 
accompanied by the over fitting and the misrepresentation of 
noisy data. Global data-driven models, due to their structure 
are trained to be accurate on average across the whole span 
of the time series characterizing the output,  they often do 
not generalize well in some regimes (local over fitting), on 
the other hand, before a particular pattern is learned, the 
model potentially could switch into another regime (local 
unbefitting) [4]. 

Decision Trees (DT) and Regression Trees (RT) are 
techniques widely used as classifiers. In the context of 
forecasting, they have proven to be a good alternative [5-7].  
Their important features are sometimes related with the 
interpretability by human experts. Other recent researches 
show their applicability in the analysis of extrapolation 
capabilities.[8]. 

The algorithm for building regression trees proposed by 
Breiman [6], specified that the input space is progressively 
partitioned into subsets by hyperplanes xi=A (where xi is 
one of the model inputs, and i and A are chosen by 

exhaustive search). A leaf is associated with an average 
output value of the instances sorted down to the tree (zero-
order model). The algorithm used in this experiment 
followed the pruned version of the M5 tree [9].  

 

IV. ENSEMBLE OF MODELS 
The ensemble of models has been used as way to reduce 

the weakness of different type of models in a data-driven 
problem. It is assumed that the result of individual models 
with some weakness can be improved by the combination 
with other model. This can be seen as combining models 
with different features which in average will compensate the 
errors. In the context of computational intelligence, the 
combinations are widely covered by the concept of 
committee machine. The committee machine is commonly 
schematized as shown in Figure 2.3. The input data pass 
through a split unit (gate) which makes a selection or 
separation of the data. There is a model built for each 
selected or separated data stream, which will be combined in 
a final module. The final module is a unit that combines the 
values based on the separation or selection done in the split 
unit. The training process of such a model, as in any 
computational intelligent method, involves the feedback of 
the error through different models and then to their 
parameters.  

 

 
Figure 2 General scheme of a committee machine model 

 
Committee machines applied as ensemble average have 

been widely used on computational intelligent researches. In 
this paper, a simple average model is applied to a global 
model (ANN-MLP) and a modular model (model trees).  

V. APPLICATION AND RESULTS 

 
 

Figure 3 Feedback of model information for iterative forecast. 



 
 

 

The models applied were built using 111 time series with a 
10 fold cross validation. In the cross validation each model 
performance is evaluated using the RMSE and PERS[10]. 
To make an overall evaluation of the fit training results, the 
average of these measures are presented (Table 1). Since the 
data sets are part of the NN3 competition (IJCNN 2007), 18 
time steps forecast were made. To generate the forecast for 
each time step, the output from the past step is used as input 
to the next step (this only if the input lag was less than the 
18 steps- Fig 3). 
Table1. Average a cross time series results in the training process 

 ANN MT Ensemble 
NRMSE 139.53 82.26 123.61
RMSE 1603.8 678.93 918.44
PERS -1.15 0.26 -0.6
 
The data used as input for the models had two ranges of 
different number of instances available for the modeling 
process. In figure 4 we can see that before the time series 50 
the number of instances is less than 55. The standard 
deviation and mean is similar along all the data set, with few 
exceptions. 
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Figure 4 Average and standard deviation values for each time series 

compared with the number of instances. 

The different time series models performance with low 
number of instance is highly variable (Fig. 4 & 5). This 
relates to their statistical properties and its level of 
complexity. The results of the model tree are highly variable 
but they seem to fit better than the ANN models in the 
training process. The ensemble model in this training part of 
the process does not represent a significant improvement (in 
such cases). This situation seems to be related with the 
ability of the two methods to adapt with less number of 
attributes and instances.   
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Figure 5 RMSE of the time series with low number of instances. 

 
The figure 6 shows the probability distribution of the 
different time series in terms of its average and standard 
deviation. From this visualization it is possible to see that in 
average 95% of the samples is less than 2000 and the 
remaining 5% is spread till 16.000 (Fig.6). Comparing this 
with the standard deviation in the same samples it can be 
concluded that approximately 50% of the samples have 
standard deviation with more than three times its average 
value. This complexity is increased in the first 50 time series 
due to the low number of instance available.  
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Figure 5 Probability distribution of the mean value, 

standard deviation and minimum in the time series. 
 
The training of the models has clear visual agreement in 
some of the cases. Figure 7 shows the performance of one of 
the ensemble on the time series 77. This visual agreement is 
found in most of the time series with the higher number of 
instances available.  
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Figure 7 Target and predicted time series for the data set number 77. 

 
The results of the forecasting where no data is available for 
validation is judged from a visual point of view (Fig 7). The 
initial part of this graph is generated with the measured 
information. This measured information is used as input for 
the steps above where no information is available. This 
figure shows how the ANN model extrapolates the values 
and the model tree has a low variability. This situation is 
averaged and the last 18 steps of the graph show similar 
frequency and a visual compensation of the two models.  
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Figure 7 Forecasting 18 time steps ahead (time series data 

set 1) 

VI. CONCLUSIONS 
This paper makes an analysis of the applicability and 

some features of the use of ensemble models with global and 
modular (local) model procedures. The overall model is 
represented by an automatic methodology to generate a 
multilayer perceptron neural network and the modular model 
represented by M5 model trees. The results show that the 
two modeling techniques train the data in different ways for 
different conditions of the problem. However, in the 
forecasting process it appears that there is a compensation of 
the model results in ensemble model. This would appear to 

be more significant in situations where few instance are 
available. However, there are still problem in the 
automatization of the process since the correlations do not 
represent a reliable measure.  
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