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Introduction 

Designing neural network (NN) to predict time series is not a trivial task. Some kind 

of science and art required to perform this task. One of the most important factors in 

building NN for time series prediction is the number of input nodes (Lags) [3]. 

Usually; the number of input nodes is chosen by the method "garbage in – garbage 

out" or trial and error method. 

Problem Formulation 

The inputs of the neural network are the past or lagged observations and the outputs 

are the predicted values (Figure1). Each input pattern is formed from a window of 

fixed length moved along the times series. 

 

 

 

 

 

 

The network represented by Figure 1 is a mapping function in the form: 
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where ^
ntX +  is the predicted output value of the neural network, and n prediction 

period ahead from the current period t; Xt-s1, Xt-s2, …, Xt-si are the actual inputs value 
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Figure 1: Neural Network for Time Series Prediction 



of the neural network; Si is the lag length from the current period t; F is a nonlinear 

function determined by the neural networks. The problem is to select the appropriate 

input variables (Xt-s1, Xt-s2, …, Xt-si).  

The Methodology  

The correlation is a statistic indicator that measures the strength of the relationship 

between two variables; autocorrelation can serve the same purpose for a time series 

data, and can be calculated using next formula. [1] 
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Wei Huang [2] proposed an algorithm for input selection {Xt-s1, Xt-s2,…, Xt-si} 

depending on the idea; selecting the lagged variable which is more correlated to the 

predicted variable (output node) and less correlated to the already selected input 

variables. Figure 2 shows the steps of the algorithm.  

The Implementation  

1. Apply the algorithm in figure 2 on NN3 time series to obtain different time 

windows for different N (always N vary from 1 to 15 with step 2); i.e. for each 

time series, about 8 different time windows obtained. The reason for this large 

number is the care to scan all lags to understanding the time series. 

2. For each time window obtained, text file created which contain the training 

and cross validation data. 

3. For each time window (text file) build NN using NeuroSolutions Software 

(Demo Version 5.04) → NeuralExpert → Function Approximation2. 

4. The number of hidden nodes, learning rate and momentum constant obtained 

by trial and error. 

                                                 
2  The data file is randomizing in NeuralExpert and divided into training file with size (80%) and cross 
validation cross file with size (20%)   



5. Using Early Stopping Cross Validation as the stopping criteria for NN. 

6. For each time series select time window (input selection) with minimum mean 

square error of cross validation. 

7. Implement the selected model in step 6 to NN3 time series to obtain 18 

predicted values required. 
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Set the initial parameters as follows: 
(1) Set the maximum lag period N. 
(2) Set the forecasting period ahead n. 
(3) Let i=1, s1 = 0.

Search the next lag period si+1in the following way: 

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

≤<=

∏
=

−

+
+ i

K
sj

nj
i

k
r

r
Njsis

1

1 maxarg 

 

Let i=i+1 

 
Is si less than N-1? 

Exit. 
The input variable are {xt-s1 , xt-s2 ,…., xt-si}. 

Figure 2: Input selection algorithm, [2] 
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